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® ProjectT INsicuTs @

- Developed the Robust Logic-infused Deep
Learning (RLDL) approach, integrating Induc-
tive Logic Programming (ILP) with neural net-
works for enhanced traffic sign recognition.

- Demonstrated that incorporating logical consis-
tency constraints improves model robustness,
especially under adversarial attacks.

- Achieved significant accuracy improvements in
recognizing traffic signs, contributing to safer
autonomous vehicle (AVs) operations.

INTRODUCTION

— Deep learning models, while powerful, are vulner-
able to adversarial attacks, making them less reli-
able in safety-critical applications such as AVs.

— To address these concerns, this project focuses on
improving the reliability of deep learning models in

AVs through traffic sign recognition, a crucial task
for AV safety:.

— Incorporating logical consistency into deep learn-
ing models for vision tasks can improve the accu-
racy and reliability of AVs. Logic-based methods
ensure models adhere to predefined rules, enhanc-
ing their resistance to adversarial attacks and over-

all reliability for AVs.
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= Traffic signs and their labels.

We trained a multi-label classifier on the GTSRB
dataset |1], which includes 11 types of traffic signs.

PROB STATEMENT

A key challenge in using deep learning for au-
tonomous vehicles is the vulnerability of neural net-
works to adversarial attacks. These attacks subtly
modify input data, causing misclassification and en-
dangering AVs. Despite high accuracy under normal
conditions, current models struggle to perform reli-
ably in adversarial scenarios.

EXISTING RESEARCH

Some existing research has explored improving deep
learning robustness through adversarial training,
where models are trained on adversarially modified
datasets to improve resilience. Others investigate
neuro-symbolic methods, which integrate symbolic
reasoning with neural networks to enforce logical

constraints during training and inference.

THE THREAT OF ADVERSARIAL ATTACKS

METHODOLOGY

We propose a Neuro-symbolic traffic sign classifier
that integrates symbolic reasoning with deep learn-
ing. A multi-label CNN model predicts traffic sign
classes, shapes, and colours. During training, pre-
dictions are assessed against logical constraints, with
a regularisation term added to the loss function to
enforce rule adherence via constraint satisfaction.
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= RLDL traflic sign classifier

RESULTS

The accuracy of the baseline and proposed logic-
based models on targeted stop signs has been eval-
uated across various datasets (Normal, Dart, Dirty,
Shadow, Subtle, and LoveHate). RLDL Godel sig-
nificantly outperforms the baseline model on adver-
sarial datasets, highlighting its superior robustness.
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= Models accuracy comparison

CONCLUSION

RLDL integrates logical rules, derived from Induc-
tive Logic Programming (ILP), into the CNN model
to enforce logical consistency in predictions.

Experimental results show that RLDL significantly
improves the robustness of neural networks in AVs
under adversarial conditions.

Actual Class: Stop 4-attribute non-logic 4-attribute Godel-logic

e e e e e
[=] ha 'S o [+
I I i i I I

No passing

Yield
Stop

Dangerous curve left
Yield
Stop

Priority road-
Dangerous curve left

Speed limit (80km/h)

End of speed limit (80km/h)
Priority road-

Dangerous curve right

Turn right ahead-

Turn left ahead-

End of no passing

Speed limit (80km/h)A

End of speed limit (80km/h) -
No passing-

Dangerous curve rightH

Turn right ahead-

Turn left ahead

End of no passing

= Models accuracy comparison

REFERENCES

1] Stallkamp et al.
Man vs. computer: Benchmarking machine learning
algorithms for traffic sign recognition.

Neural networks, 32:323-332, 2012.

UNIVERSITY OF

SURREY




